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Towards Few-shot Object Detection through Dual
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Abstract—Object detection is crucial in traffic scenes for accu-
rately identifying multiple objects within complex environments.
Traditional systems rely on deep learning models trained on
large-scale datasets, but this approach can be expensive and
impractical. Few-shot object detection (FSOD) offers a potential
solution by addressing limited data availability. However, object
detectors trained with FSOD frameworks often generalize poorly
on classes with limited samples. Although most existing methods
alleviate this problem by calibrating either the feature maps
or prediction heads of the object detector, none of them, like
this work, have proposed a unified, dual calibration strategy
that operates in both the latent feature space and the prediction
probability space of the object detector. Specifically, we propose
to improve representation precision by reducing the variances
of feature vectors using highly adaptive centroids learned from
ensembles of training features in the latent space. These centroids
are employed to calibrate the features and reveal the underlying
structure of the latent feature space. Moreover, we further
exploit the association between the query and support features
to calibrate inaccurate predictions resulting from overfitting or
underfitting when fine-tuned with few training samples and low
training iterations. Through visualization, we demonstrate that
our method produces more discriminative high-level features,
ultimately improving the precision of an object detector’s pre-
dictions. To validate the effectiveness of our approaches, we
conduct comprehensive experiments on well-known benchmarks,
including PASCAL VOC and MS-COCO, showing considerable
performance gains compared to existing works. The training
codes can be found at https://github.com/dingsheng-ong/fsod-dc.

Index Terms—Few-shot learning, object detection, calibration,
transfer learning.

I. INTRODUCTION

OBJECT detection [1], [2] is a key computer vision
technology that provides robust perception capabilities,

particularly in the context of intelligent vehicle applications,
such as Advanced Driver Assistance Systems (ADAS) and
Automated Driving Systems (ADS). Designing a vision-based
system capable of accurately identifying various objects in
traffic scenes, such as pedestrians, vehicles, and traffic signs
is crucial for the development of modern ADS and ADAS
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systems. This includes components like traffic sign recogni-
tion [3], pedestrian detection [4], obstacle detection [5], and
navigation. However, traditional deep learning models may
suffer from the vast diversity of objects encountered in com-
plex traffic scenes, as traffic conditions can vary significantly
across different geographic locations, influenced by cultural
differences, laws, and regulations. This diversity complicates
system design, as it is impractical to collect extensive samples
covering the wide variety of objects and scenarios encountered.
Fortunately, the emerging field of few-shot object detection
(FSOD) addresses this challenge by enabling visual systems
to detect previously unseen objects with limited samples (e.g.,
1− 30 instances).

Although FSOD extends from few-shot learning (FSL),
which predominantly focuses on classification tasks, it intro-
duces additional complexities by simultaneously addressing
both classification and localization. This challenge is com-
pounded by the presence of multiple base and novel objects
within a single image, making it difficult to generate high-
precision feature maps and accurate predictions with limited
training samples. Most FSOD methods, despite employing
diverse learning strategies such as meta-learning [6]–[14] and
transfer learning [15]–[22], share common goals of enhanc-
ing representations and improving prediction accuracy. These
methods often address the challenge of generalization with
limited learning samples by leveraging support information
to calibrate inaccurate representations or predictions. Typical
approaches include adding extra branches and using aggrega-
tion modules, such as attention mechanisms [23], for feature
map calibration [6], [8], [10], [11], [13], [14], [18], [22], or
incorporating support sets as auxiliary information to improve
prediction accuracy [17], [20], [21], [24].

As stated above, previous FSOD calibration techniques can
be broadly categorized into two groups: representation cali-
bration and prediction calibration. Representation calibration
focuses on generating meaningful features from extractors
while mitigating overfitting. In contrast, prediction calibration
aims to correct inaccuracies in predictions due to undertrained
classifiers in transfer learning scenarios. Although these two
perspectives are distinct and their contributions largely do
not overlap, it is surprising that previous research has not
explored integrating both types of calibration into a unified
framework. Besides, both approaches also face challenges that
limit their effectiveness in FSOD. Representation calibration
methods often struggle to generate high-precision feature
maps, leading to significant noise when learning the feature
space for novel categories. The feature extractor tends to
overfit, memorizing specific characteristics, including noise,
from the limited samples rather than capturing the general-
izable features essential for few-shot categories. Meanwhile,
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Fig. 1. Comparison of the feature maps generated by the backbone and the
performance of the object detectors in the MS-COCO 1-shot setting. Note
the variation in noise level and level of detail between the feature maps of
previous works and our approach, which incorporates feature calibration.

prediction calibration techniques frequently require additional
data or involve complex computations, as seen in studies such
as [17], [21].

In response to these challenges, we propose a dual cal-
ibration framework that integrates both feature and logit
calibration modules into a unified system. This framework
aims to enhance FSOD accuracy and robustness by incor-
porating the strengths of both calibration approaches, which
share a common structure involving references or prototypes
and calibration algorithms. We also strive to overcome the
limitations of existing calibration approaches and improve the
overall effectiveness of FSOD models. Specifically, to reduce
noise in feature maps, we introduce a lightweight module with
learnable centroids. These centroids partition the feature space
and adjust feature vectors towards their respective centroids,
thereby reducing variance and improving precision. This leads
to more discriminative features, as demonstrated in Fig. 1, and
results in enhanced performance compared to state-of-the-art
methods [15], [20]. Our approach integrates seamlessly into
the existing feature extraction network without requiring addi-
tional branches or supervision. It also incorporates exponential
moving averages in centroid learning to better control update
momentum and mitigate overfitting on few-shot samples. Our
study further validates the generalizability of the proposed
calibration modules to novel categories through comprehensive
quantitative (See Section IV-D) and qualitative (See Section V)
evaluations.

At the logit level, our objective is to enhance prediction
accuracy by addressing suboptimal prediction heads that pro-
duce inaccurate probability logits in transfer learning setting.
Training the prediction head from scratch with limited data,
lower learning rates, and fewer training iterations result in
a low-accuracy classifier for novel categories. To tackle this
issue while taking inspiration from [25] and [26], we propose a
module that calibrates prediction logits by leveraging support-
query associations and cosine similarity between features.
Additionally, we observe a lack of discriminability in the re-
gion of interest (RoI) features extracted from support samples
due to similarities across different object categories (Figs. 7
and 8). For instance, vehicles often have very similar visual
appearances, and mammals like cats and dogs share common

features. Thus, we introduce a mechanism to enhance RoI
feature discriminability by computing a linear transformation
matrix that has been optimized to maximize the inter-class
distance between features from different object categories. Our
method offers significant advantages over previous approaches
as it does not necessitate additional unlabeled images for
fine-tuning, distinguishing it from the work of Kaul et al.
[21], thereby eliminates the need for extra data acquisition.
Additionally, our logit calibration module outperforms existing
methods, such as the prototypical calibration block (PCB)
[20], by addressing critical issues such as negative probability
scores.

In summary, our work pursues to advance FSOD by inte-
grating calibration mechanisms at multiple levels within the
object detection framework. Both of our calibration modules
employ a similar structure involving references or prototypes
and a calibration procedure. At the feature level, we use learn-
able centroids as references, with the calibration procedure
involves shifting feature vectors towards these centroids to
enhance precision. Similarly, at the logit level, we generate
prototypes from the support set and aggregate logits based on
the similarity between region-of-interest (RoI) features and the
support queries. Our contributions can be outlined as follows:

(i) We introduce a novel dual calibration strategy that simul-
taneously calibrates at both the feature and prediction
levels. By using a unified structure for both modules, we
eliminate potential conflicts and achieve highly effective
calibration.

(ii) We present a feature calibration module that enhances
feature precision by leveraging learnable centroids to
partition the feature space and reduce variance in the
feature maps produced by the backbone.

(iii) We develop a logit calibration mechanism that improves
prediction accuracy by using cosine similarity to assess
the relationship between query and support features,
where the discriminability of the support features are
further enhanced using a pre-computed transformation
matrix.

(iv) We evaluate our proposed approach on the well-
established FSOD benchmarks and achieve the state-of-
the-art performance.

II. RELATED WORKS

A. Object Detection

Object detection is a computer vision problem that has
been extensively studied and for which numerous approaches
have been proposed. We will thus only describe a subset of
the approaches by grouping them into one-stage [27]–[31]
and two-stage [32]–[34] detectors. The primary distinction
between these two approaches is that the one-stage detector
directly predicts class labels and bounding boxes. In contrast,
the two-stage detector predicts class-agnostic proposals, then
predicts the class labels for each proposal in the second stage.
While the conventional approach for localization is via a
collection of predefined anchor boxes [27]–[29], [32], [33],
there has lately been a subset of methods, notably anchor-
free methods [35]–[38], that do not rely on the anchor boxes
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Fig. 2. Overview of the proposed dual calibration framework. Blue components represent the Faster R-CNN components, while green components denote
the proposed modules, namely the feature-level calibration and logit-level calibration. Logit calibration is exclusively utilized in the novel fine-tuning phase.

to predict the position. While there are exceptions, such as
YOLO [6], [18] and DETR [12], employed to study FSOD,
Faster R-CNN remains the preferred base object detector for
studying FSOD.

B. Few-shot Learning

FSL is closely related to FSOD and focuses on recogniz-
ing objects from novel classes using only a few examples.
In FSL research, classification tasks are commonly used as
benchmarks to evaluate new methods. Although many FSL
techniques, including meta-learning and metric-learning ap-
proaches, have significantly influenced FSOD methodologies,
they often fall short when applied directly to object detection.
This is due to the increased complexity of FSOD, which
involves not only classification but also localization, and the
challenge of detecting multiple base and novel objects within
a single image, obfuscating the prediction of their structural
labels. Meta-learning approaches [39]–[42], such as MAML
[43], restructure training into episodic mini-tasks with small
training and testing sets, enabling the model to rapidly adapt to
new tasks with minimal iterations. In contrast, metric-learning
methods [25], [26], [44] focus on learning a generalizable
metric to measure image similarity within the base dataset,
which is then used to classify novel examples.

C. Few-shot Object Detection

FSOD involves recognizing novel objects from limited
samples while simultaneously performing localization and
recognition tasks. In recent literature, meta-learning [6]–[14]
and transfer-learning [15]–[22] are the most prevalent learning
strategies employed to solve FSOD problems. The meta-
learning methods closely resemble FSL, in which the FSOD
dataset is divided into episodes of few-shots tasks. On the other
hand, transfer-learning strategy [15] is proposed as an alter-
native to the meta-learning approach, where the parameters
of an object detector trained on a large base dataset are fine-
tuned using a few-shot novel dataset. Regardless of the learn-
ing paradigm, most methods introduce different calibration

modules that either calibrate the low-quality representation
or less accurate predictions. For example, many two-branch
works [6], [8], [10]–[12], [14], [18], [22] aim to improve the
representation quality by aggregating the support set through
mechanisms like attention, concatenation, etc. Additionally,
some calibration methods focus on enhancing predictions
instead of representations, often leveraging additional data
[17], [21] or feature extraction branches [20] to compute
alternative predictions based on similarity scores. We observe
the performance gains from these works on FSOD precision
and agree they are effective in improving FSOD performance.
However, to the best of our knowledge, no work has proposed
a calibration framework that applies unified structure calibra-
tion modules at both representation and prediction levels.

D. Few-shot Segmentation

Few-shot segmentation (FSS) extends beyond FSOD by
requiring more detailed and precise labels. Instead of simply
identifying objects with bounding boxes, FSS necessitates
dense labeling, where each pixel in the image is classified into
a specific category. This task involves segmenting the object
from the background with a high level of detail, demanding
finer granularity in the labeling process. Although FSS and
FSOD share similarities, such as the use of prototypes or
reference representations to guide predictions (e.g. [19], [20]
in FSOD, [45], [46] in FSS), and often rely on learning
frameworks designed for FSL like meta-learning (e.g. [47],
[48] in FSS), their implementations differ significantly. For
instance, both FSS and FSOD have recently adopted com-
monality distillation methods to address few-shot learning
challenges, with MFDC [49], SD-FSOD [24] being prominent
examples in FSOD and PCNet by Lang et al. [50] being used
in FSS. The core distinction lies in their output requirements:
FSOD focuses on coarse localization with bounding boxes,
whereas FSS demands fine-grained, pixel-level segmentation.
This difference in granularity reflects the varying complexity
and precision needed for each task.
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(i) • = xi; ▲ = vj (ii) Eq. (1) (iii) ⋆ = µj (Eq. (2)) (iv) Eq. (3) (v) Eq. (4)

Fig. 3. Proposed feature calibration mechanism in a simulated 2D feature space. (i) Feature vectors, xi are represented as circles (•), learnable centroids, vj

as triangles (▲). (ii) Feature vectors are partitioned based on similarities to centroids (as described in Equation (1)), each partition visually represented by
the color associated with its respective centroid. (iii) New centroids, µj (represented by ⋆) for each partition are computed by averaging the vectors within
the respective partition (as per Equation (2)). (iv) Calibration of the feature map by applying proximity-based adjustments (as per Equation (3)) to shift the
feature vectors, xi towards the re-computed centroids, µj . (v) Centroids, vj (▲) are updated by shifting them towards the re-computed centroids, µj (⋆),
as described in Equation (4).

III. METHOD

In line with existing research [8], [10], [14]–[21], we have
adopted the widely-used Faster R-CNN [33] as the foundation
for our object detection model. Our primary objective is to
enhance the performance of few-shot object detection by
calibrating the outputs of the object detector at two distinct
levels: the feature level and the logit level. To achieve this,
we have developed two independent modules that operate at
these respective levels. Firstly, we introduce the feature level
calibration module, which effectively partitions the feature
space based on the proximity of feature vectors and subse-
quently adjusts them towards their corresponding centroids.
Additionally, we present the logit level calibration module,
where we leverage the support set to calibrate the logits
predicted by the RCNN, thereby rectifying any inaccurate pre-
dictions. In Fig. 2, we illustrate an overview of our proposed
approaches and designs for addressing the FSOD problem. The
following sections describe the implementation details of both
components in further detail.

A. Problem Definition

In our study, we employ identical problem settings from
previous works [6], [15]. In particular, the object detection
dataset D comprises the base Dbase and novel Dnovel (a.k.a.
support set) datasets: the former has large training samples
with associated annotations, and the latter only contains K
(e.g. K = 1, 2, 3, 5, 10, 30) annotated samples. This study aims
to learn an object detector that localizes and classifies the
objects in the provided samples (a.k.a. query images) from
novel categories by exploiting both the large base and scarce
novel datasets.

B. Feature Level Calibration

Unlike previous approaches [6], [8], [10], [12], [14], [18],
[22] that use the support set to guide the backbone encoding
the feature map, our method focuses on discovering the
underlying structure in the latent feature space by learning the
centroids that partition the feature space based on proximity.
The centroids are then re-computed by averaging the feature
vectors in the same partition, which are subsequently leveraged
to shift the feature vectors toward the centroids. Concretely, the

Algorithm 1 Feature calibration module.

Require: feature map, X = [x1, . . . ,xM ]
T ∈ RM×d1

Require: centroids, V =
{
v1, . . . ,vN : vj ∈ Rd1

}
Require: hyperparameter, α

for i = 1, . . . ,M do
ai ← argmaxj∈{1,...,N} SC (xi,vj) ▷ assign partitions

end for
for j = 1, . . . , N do

µj ←
∑M

i=1 xi[[ai = j]]∑M
i=1 1[[ai = j]]

vj ← (1− α)vj + αµj ▷ update centroids
end for
for i = 1, . . . ,M do

∆xi ←
∑N

j=1

(
µj − xi

)
[[ai = j]]

x′
i ← xi + exp

(
−∥∆xi∥2

d1

)
∆xi ▷ refine feature

end for

update strategy for the centroids features an exponential mov-
ing average, with the update momentum exclusively defined
by a hyper-parameter, α. It enables the centroids to adapt to
the novel dataset without overfitting since the hyper-parameter
allows us to fully regulate the extent to which the centroids
deviate from the base set centroids. Furthermore, we produce
a higher-precision feature map due to the relocation of the
feature vectors closer to the centroid, reducing the variances
between the feature vectors. Henceforth, we referred to this
procedure as feature calibration.

Given a d1-dimensional feature map with dimensions h ×
w×d1, wherein h and w represent the feature map’s height and
width, we seek to generate a refined feature map with the exact
dimensions. To be precise, we refer to the flattened feature
map as X = [x1, . . . ,xM ]

T ∈ RM×d1 , where M is the total
number of pixels (M = h × w) and V = {v1, . . . ,vN} is a
collection of N centroids. Note that the centroids, vj , and the
feature vectors, xi, have the same dimension, d1 (xi ∈ Rd1

and vj ∈ Rd1 ). First, each feature vector, xi, is assigned to its
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corresponding partition by comparing it to the centroids, vj ,

ai = arg max
j∈{1,...,N}

SC (xi,vj) for i = 1, . . . ,M, (1)

where SC (u,v) =
u · v
∥u∥∥v∥

computes the cosine similarity

between two vectors. Intuitively, we assign the feature vec-
tors into N partitions according to their similarities to the
respective centroids. The purpose of the following step is to
recalculate the centroid, µj , in the j-th partition using the
feature vectors assigned to the same cluster. Specifically, the
re-computed centroid, µj , is evaluated as the mean of the
feature vectors that belong to the same partition,

µj =

∑M
i=1 xi[[ai = j]]∑M
i=1 1[[ai = j]]

for j = 1, . . . , N, (2)

where 1[[·]] represents the Iverson bracket, in which the term
is evaluated as 1 if the statement written in the bracket is true
and 0 if it is false. The step of re-evaluating the centroids
is necessary when relocating the feature vectors to reduce
the variance of feature vectors within the same partition.
Then, the next step would be shifting each feature vector,
xi, to its respective centroid, µj . The magnitude of shifting
is proportional to the distance between the centroids and the
feature vectors, with the closer feature vectors being brought
closer to the centroids:

∆xi =

N∑
j=1

(
µj − xi

)
[[ai = j]] for i = 1, . . . ,M,

x′
i = xi + exp

(
−∥∆xi∥2

d1

)
∆xi.

(3)

The computed shifting vectors, ∆xi, indicate the direction of
each feature vector relative to its centroid, and the ℓ2-norm
of such a vector provides the Euclidean distance between
them. The shifting magnitude increases as the feature vector
is positioned closer to its center. Due to the discrete nature of
the partition assignment, gradient descent could not be used
to learn the centroids, vj . Thus, we could only update the
centroids by computing the exponential moving average and
adding all the re-computed centroids, µj ,

vj = (1− α)vj + αµj , (4)

where α determines the weight of the recent re-computed
centroids over the centroids computed from past training
samples. In other words, the hyper-parameter, α, may also
be interpreted as the update rate of the centroids, with a
greater value indicating that the centroids update at a higher
rate in each iteration. Accordingly, the centroids, vj , can be
considered an ensemble of partition centroids, µj , determined
from the whole training set. Algorithm 1 provides a summary
of the complete implementation of the feature calibration and
Fig. 3 illustrates the proposed feature calibration mechanism
applied to a simulated 2D feature space.

C. Logit Level Calibration

In general, the weights of class-specific prediction layers are
not transferable in a transfer learning setting where the weights

learned on the base dataset are fine-tuned on a few-shot
novel dataset. Therefore, they are randomly initialized during
the fine-tuning process and are usually trained using fewer
iterations and a lower learning rate. These variables cause the
classifier to overfit or underfit the few-shot training samples,
resulting in inaccurate predictions with arbitrary confidence.

1) Logit Calibration: To overcome the problem mentioned
above, we design a logit calibration module to refine the logit
predicted by the classifier using pairwise cosine similarity
between the query and support features to calibrate the con-
fidence level of the prediction during the few-shot fine-tuning
stage.

Concretely, given the support set of a novel class, Sc ={
f
(c)
1 , . . . ,f

(c)
K

}
for c ∈ Cnovel, with K-shot RoI features

where each feature is a d2-dimensional vector (f (c)
k ∈ Rd2 ),

we first calculate the representation for a category by averaging
the RoI features of the same class,

f
(c)

=
1

|Sc|
∑

f
(c)
k ∈Sc

f
(c)
k . (5)

The cosine similarity score, πc is then computed by comparing
the support RoI feature for each class, f

(c)
, to the query RoI

feature, f ,

πc = SC

(
f ,f

(c)
)
=

f · f (c)

∥f∥∥f (c)∥
, (6)

where · denotes the dot product of two given vectors. To this
end, we will have a vector of cosine similarity scores, π =
[π1, . . . , π|Cnovel|]

T , for each proposal, which will be applied
to calibrate the logit predicted by the classifier, z. However,
the magnitude and range of the prediction logits and the cosine
similarity scores differ (z ∈ (−∞,∞), π ∈ [−1, 1]), so we
must normalize them before we can aggregate both vectors.
Hence, the calibrated logit can be computed as follows:

1

2
(z∥π∥+ π∥z∥) . (7)

2) RoI Feature Transformation: Based on our observations
(See Figs. 7 and 8), the quality of the support RoI features
is inadequate for representing novel categories since some
features have a high degree of similarity despite belonging
to different categories, which will not give any performance
gain if we introduce those features to calibrate the logits.
Thus, it necessitates incorporating extra learning parameters,
W ∈ Rd2×d2 for the linear transformation of RoI features to
render them more discriminative. The learnable parameters are
initialized using a matrix that minimizes the following:

argmin
W

1

K2

K∑
i=1

K∑
j=1

(
SC

(
WTf ,WTf

(c)
)
− 1[[ci = cj ]]

)2

.

(8)
Essentially, the objective function above seeks a transforma-

tion matrix that maximizes the similarity of features from the
same category while minimizing the similarity of features from
different categories. Then, we apply the linear transformation
on the RoI features, f and f

(c)
, before computing the cosine
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TABLE I
PERFORMANCE COMPARISON ON THREE NOVEL SPLITS OF THE PASCAL VOC DATASET (1, 2, 3, 5, 10 SHOTS). THE BEST PERFORMANCE IS IN BOLD.

Method Backbone Novel Split 1 Novel Split 2 Novel Split 3

1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

Single Run

FSRW [6] YOLOv2 14.8 15.5 26.7 33.9 47.2 15.7 15.2 22.7 30.1 40.5 21.3 25.6 28.4 42.8 45.9
Meta R-CNN [8] ResNet-101 19.9 25.5 35.0 45.7 51.5 10.4 19.4 29.6 34.8 45.4 14.3 18.2 27.5 41.2 48.1
TFA w/ cos [15] ResNet-101 39.8 36.1 44.7 55.7 56.0 23.5 26.9 34.1 35.1 39.1 30.8 34.8 42.8 49.5 49.8
MPSR [16] ResNet-101 41.7 42.5 51.4 55.2 61.8 24.4 29.3 39.2 39.9 47.8 35.6 41.8 42.3 48.0 49.7
Fan et al. [51] ResNet-101 37.8 43.6 51.6 56.5 58.6 22.5 30.6 40.7 43.1 47.6 31.0 37.9 43.7 51.3 49.8
SRR-FSD [17] ResNet-101 47.8 50.5 51.3 55.2 56.8 32.5 35.3 39.1 40.8 43.8 40.1 41.5 44.3 46.9 46.4
CME [10] ResNet-101 41.5 47.5 50.4 58.2 60.9 27.2 30.2 41.4 42.5 46.8 34.3 39.6 45.1 48.3 51.5
FSCE [52] ResNet-101 44.2 43.8 51.4 61.9 63.4 27.3 29.5 43.5 44.2 50.2 37.2 41.9 47.5 54.6 58.5
TIP [18] ResNet-101 27.7 36.5 43.3 50.2 59.6 22.7 30.1 33.8 40.9 46.9 21.7 30.6 38.1 44.5 50.9
FSOD-UP [19] ResNet-101 43.8 47.8 50.3 55.4 61.7 31.2 30.5 41.2 42.2 48.3 35.5 39.7 43.9 50.6 53.5
DeFRCN [20] ResNet-101 57.0 58.6 64.3 67.8 67.0 35.8 42.7 51.0 54.5 52.9 52.5 56.6 55.8 60.7 62.5
Meta-DETR [12] ResNet-101 40.6 51.4 58.0 59.2 63.6 37.0 36.6 43.7 49.1 54.6 41.6 45.9 52.7 58.9 60.6
Kaul et al. [21] ResNet-101 54.5 53.2 58.8 63.2 65.7 32.8 29.2 50.7 49.8 50.6 48.4 52.7 55.0 59.6 59.6
KFSOD [14] ResNet-50 44.6 - 54.4 60.9 65.8 37.8 - 43.1 48.1 50.4 34.8 - 44.1 52.7 53.9
FCT [22] PVTv2-B2-Li 49.9 57.1 57.9 63.2 67.1 27.6 34.5 43.7 49.2 51.2 39.5 54.7 52.3 57.0 58.7
Fan et al. [53] ResNet-50 40.1 44.2 51.2 62.0 63.0 33.3 33.1 42.3 46.3 52.3 36.1 43.1 43.5 52.0 56.0
MFDC [49] ResNet-101 63.4 66.3 67.7 69.4 68.1 42.1 46.5 53.4 55.3 53.8 56.1 58.3 59.0 62.2 63.7
MFE [54] ResNet-101 55.0 55.5 59.2 - 59.7 34.7 38.2 44.1 - 46.4 49.5 44.2 47.3 - 55.4
Norm-VAE [55] ResNet-101 62.1 64.9 67.8 69.2 67.5 39.9 46.8 54.4 54.2 53.6 58.2 60.3 61.0 64.0 65.5
SD-FSOD [24] ResNet-101 64.6 67.1 67.4 69.0 70.7 42.4 48.3 52.7 55.4 56.0 57.0 59.7 60.4 63.5 64.6
Ours ResNet-101 66.9 73.5 73.7 75.4 76.4 43.5 48.4 54.7 57.0 59.6 62.0 63.9 62.1 70.2 70.6

Multiple Runs

TFA w/ cos [15] ResNet-101 25.3 36.4 42.1 47.9 52.8 18.3 27.5 30.9 34.1 39.5 17.9 27.2 34.3 40.8 45.6
FSDetView [9] ResNet-101 24.2 35.3 42.2 49.1 57.4 21.6 24.6 31.9 37.0 45.7 21.2 30.0 37.2 43.8 49.6
FSCE [52] ResNet-101 32.9 44.0 46.8 52.9 59.7 23.7 30.6 38.4 43.0 48.5 22.6 33.4 39.5 47.3 54.0
DeFRCN [20] ResNet-101 40.2 53.6 58.2 63.6 66.5 29.5 39.7 43.4 48.1 52.8 35.0 38.3 52.9 57.7 60.8
FCT [22] PVTv2-B2-Li 38.5 49.6 53.5 59.8 64.3 25.9 34.2 40.1 44.9 47.4 34.7 43.9 49.3 53.1 56.3
Ours ResNet-101 53.2 65.9 68.8 72.7 74.1 36.6 46.5 50.2 54.7 58.7 49.3 59.4 61.3 66.4 69.2

similarity scores in Equation (6), to make the representation
more discriminative:

πc = SC

(
WTf ,WTf

(c)
)
=

WTf ·WTf
(c)

∥WTf∥∥WTf
(c)∥

. (9)

IV. EXPERIMENTS

The following sections will describe the typical benchmark
for a fair comparison of our work with the literature. Then
we will provide our implementation details and the hyper-
parameters used in this work (Section IV-B). In Section IV-C,
we will compare our work to the existing state-of-the-art
methods and, lastly, present ablation studies on the proposed
modules to justify the advantages of the modules.

A. Evaluation Benchmarks

In accordance with widely recognized benchmarks, we
assess our work on the PASCAL VOC [56] and MS-COCO
[57] datasets, employing identical data split configurations as
outlined in [15]. Specifically, we present two distinct settings:
the first reports the results of a single repetition (corresponding
to the metrics reported in [6]), while the second setting
reports the average metrics across multiple repetitions (30
for PASCAL VOC, 10 for MS-COCO), each initiated with
a unique random seed.

PASCAL VOC [56] is a 20 classes object detection dataset
that is relatively small. Following the formulation of prior

work, the benchmark is composed of three random combi-
nations of base and novel categories, with 15 base classes and
5 classes allocated for novel fine-tuning in each configuration.
We sample the K-shot images (K = 1, 2, 3, 5, 10) according
to the list by [6] and report the average precision for IoU =
0.5 (nAP50) on the novel classes.

MS-COCO [57] comprises 80 categories, 20 of which
overlap with the categories in the PASCAL VOC dataset.
The 20 classes are utilized for novel fine-tuning in the FSOD
benchmark setting, while the remaining 60 are labelled as base
classes. We experiment with six different shot settings, i.e.
K = 1, 2, 3, 5, 10, 30, and report the COCO-style mean aver-
age precision on novel classes (nAP ), which is the standard
metric used in this benchmark.

B. Implementation Details

As previously stated, we selected Faster R-CNN [33] as our
primary object detector for the experiments. The two-stage
detector consists of the backbone, RPN, and prediction head,
with the backbone being a ResNet-101 [58] pre-trained on
ImageNet [59]. The RPN and prediction head are randomly
initialized CNN and MLP, respectively.

We utilize a widely adopted two-stage fine-tuning approach,
initially proposed by Wang et al. [15], in our object detection
framework. This approach entails training the base object
detector with a base dataset, followed by fine-tuning only the
prediction layers using a few-shot dataset. However, we have
made modifications based on recent findings. In particular,
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Sun et al. [52] emphasized the necessity of fine-tuning the
Region Proposal Network (RPN) to enhance the recall rate
for novel categories, thereby improving the overall detection
performance. This aspect was further elaborated upon by the
extensive study conducted by Kaul et al. [21], which confirmed
the importance of updating the RPN’s parameters during the
fine-tuning stage.

The experiments are running on a machine with 4 NVIDIA
A100 GPUs. All models are trained using the SGD optimizer
with a momentum of 0.9 and weight decay of 5×10−5. For the
base-training phase, the initial learning rate was set to 0.02,
which was then reduced to 0.01 for the fine-tuning phase. In
contrast to previous approaches that freeze the parameters of
the feature extractor, we employed a lower learning rate (i.e.
0.01 times lower than other components) for the backbone and
RoI feature extractor. The number of training iterations in the
few-shot fine-tuning phase varied depending on the dataset and
the number of shots, denoted as K, utilized in the experiment.

The number of centroids, N , used for feature calibration is
24 for both PASCAL VOC and MS-COCO. The α involved
in Equation (4) is set at 0.1 after careful selection from a
limited set of values. The feature extractor used to construct
the support set representation is the same ResNet-101 net-
work pre-trained on ImageNet. We employ a standard SGD
optimizer with a learning rate of 1.0 to help us determine the
best transformation matrix, W, that minimizes the objective
function described in Equation (8).

C. Comparison to SotA

We have compiled a selection of recent publications that
have been tested on the widely recognized benchmark datasets,
PASCAL VOC and MS-COCO, to evaluate performance.
While most studies adopt similar experimental settings for
comparison, it is worth noting the distinctive methodologies
employed by SRR-FSD [17] and the recent study by Kaul et al.
[21]. SSR-FSD introduces a novel component that incorporates
word embeddings [60], [61] of class labels into the object
detection pipeline, utilizing a knowledge graph sampled from
WordNet [62]. In contrast, the methodology proposed by Kaul
et al. [21] requires an additional set of unlabeled images for
pseudo-annotations, aimed at fine-tuning the object detector.
Apart from the approaches mentioned above, most studies do
not incorporate additional data into their experiments, opting
solely to initialize the backbone weights using a pre-trained
ImageNet classifier.

The PASCAL VOC results are summarized in Table I. In
accordance with established standards, we report the nAP50
for each of the three novel split settings. Our approach
consistently outperforms existing methods across all split/shot
settings, exhibiting a substantial margin of improvement in
both single run and the average metrics of multiple runs.
On the other hand, the MS-COCO results are presented in
Table II, where we report the nAP for each shot setting.
While our method slightly underperforms compared to MFDC
[49] in the 1 and 2 shot settings, we outperform all previous
methods in the remaining settings. Additionally, our method
outperforms all other approaches by a significant margin in

the multiple run setting, which provides more consistent and
reliable comparison results compared to single runs.

TABLE II
PERFORMANCE COMPARISON ON MS-COCO DATASET (1, 2, 3, 5, 10, 30

SHOTS). THE BEST PERFORMANCE IS IN BOLD.

Method Backbone Shot

1 2 3 5 10 30

Single Run

FSRW [6] YOLOv2 - - - - 5.6 9.1
Meta R-CNN [8] ResNet-101 - - - - 8.7 12.4
TFA w/ cos [15] ResNet-101 3.4 4.6 6.6 8.3 10.0 13.7
MPSR [16] ResNet-101 2.3 3.5 5.2 6.7 9.8 14.1
Fan et al. [51] ResNet-101 4.2 5.6 6.6 8.0 9.6 13.5
SRR-FSD [17] ResNet-101 - - - - 11.3 14.7
CME [10] YOLOv2 - - - - 15.1 16.9
FSCE [52] ResNet-101 - - - - 11.9 16.4
TIP [18] ResNet-101 - - - - 16.3 18.3
FSOD-UP [19] ResNet-101 - - - - 11.0 15.6
DeFRCN [20] ResNet-101 6.5 11.8 13.4 15.3 18.6 22.5
DAnA [11] ResNet-50 - - - - 18.6 21.6
Meta-DETR [12] ResNet-101 7.5 - 13.5 15.4 19.0 22.2
Kaul et al. [21] ResNet-101 - - - - 17.8 24.5
KFSOD [14] ResNet-50 - - - - 18.5 -
FCT [22] PVTv2-B2-Li 5.6 7.9 11.1 14.0 17.1 21.4
MFDC [49] ResNet-101 10.8 13.9 15.0 16.4 19.4 22.7
MFE [54] ResNet-101 10.5 13.5 15.8 17.9 20.1 24.1
Norm-VAE [55] ResNet-101 9.5 13.7 14.3 15.9 18.7 22.5
SD-FSOD [24] ResNet-101 - - - - 19.2 22.5
Ours ResNet-101 10.8 14.0 15.9 17.8 21.0 25.2

Multiple Runs

TFA w/ cos [15] ResNet-101 1.9 3.9 5.1 7.0 9.1 12.1
FSDetView [9] ResNet-101 4.5 6.6 7.2 10.7 12.5 14.7
FSCE [52] ResNet-101 - - - - 11.1 15.3
DeFRCN [20] ResNet-101 4.8 8.5 10.7 13.6 16.8 21.2
FCT [22] PVTv2-B2-Li 5.1 7.2 9.8 12.0 15.3 20.2
Ours ResNet-101 7.7 11.5 14.0 16.5 19.5 23.8

Overall, our method shows better detection precision com-
pared to state-of-the-art approaches. On top of that, our
approach does not introduce supplementary data, such as the
additional unlabeled images used in work [21], which is a
significant advantage. Moreover, we achieve improved perfor-
mance without introducing excessive complexity compared to
other methods, such as FCT [22], MFDC [49], MFE [54], and
SD-FSOD [24] which also utilizes DeFRCN as the baseline
model.

1) Categorization of SotA: The methods we compared can
be broadly categorized into two distinct groups: those derived
from few-shot learning techniques and adapted for FSOD, and
those specifically designed to address common problems in
object detection tasks.

For instance, FSRW [6] employs meta-learning alongside
a reweighting module to transform few-shot supports into
global vectors, highlighting the relevance of meta features for
detecting objects from given support classes. Similarly, many
meta-learning approaches such as Meta R-CNN [8], Fan et
al. [51], TIP [18], DAnA [11], Meta-DETR [12], and KFSOD
[14], exploit the similarity between the support set and query
set for FSOD, much like FSRW. On the other hand, SRR-
FSD [17] leverages the semantic relationship between base
and novel classes using word embeddings and applies the
learned knowledge graph to build a robust object detector.
Fan et al. [53] propose calibration modules at different levels
to mitigate bias towards either base or novel classes. CME
[10] enforces margin equilibrium between base classes using
adversarial min-max optimization to accurately represent novel
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classes, while FSOD-UP [19] learns a universal prototype that
models intrinsic characteristics across different base categories
and applies them to enhance features from both base and novel
classes. Additionally, Norm-VAE [55] employs a variational
autoencoder to generate data, addressing the issue of limited
training samples for novel classes.

Conversely, some methods are specifically designed to
tackle common object detection tasks. TFA [15], for instance,
implements a two-stage fine-tuning strategy similar to other
fine-tuning strategies for transfer learning, which is not nec-
essarily exclusive to FSOD. MPSR [16] addresses the scale
variation problem in object detection by enriching the scales of
training samples using a proposed algorithm. FSCE [52] learns
more discriminative feature representations by applying batch
contrastive learning to explicitly model intra-class similarity
and inter-class distinction, a technique that is also applicable to
general object detection methods. MFE [54], similar to FSCE,
aims to improve feature representation but from different
perspectives, including spatial, task, and regularization levels.

There are also hybrid approaches that combine elements
of both few-shot learning and object detection-specific tech-
niques. DeFRCN [20], for example, features a decoupled
layer to halt the propagation of gradients from the class-
agnostic downstream task, effectively decoupling both tasks.
This can be applied to other object detection methods as
well. PCB improves prediction accuracy by exploiting the
similarities of support and query sets, similar to other few-shot
learning methods. Methods like MFDC [49] and SD-FSOD
[24] are similar to DeFRCN but propose a distillation learning
framework to transfer the learned distribution of features from
base samples to the robust prediction of samples from few-
shot novel classes. Our approach also fits into this hybrid
category as we refine feature representation precision through
our distinctive feature-level calibration algorithm, which uses
learnable centroids to minimize representation variance, and
apply a logit calibration module to adjust predictions by
leveraging the support set, thus enhancing model accuracy for
given queries.

Finally, Kaul et al. [21] does not fit into either category,
functioning more like a semi-supervised method. It requires
abundant unlabelled data to enrich the training samples, which
does not strictly adhere to traditional few-shot learning set-
tings. We summarize this section in Fig. 4 for a clearer
overview and better insights.

D. Ablation Studies

This section will present our studies on each proposed
component and explain how they would help the FSOD task.
To begin, we will demonstrate the efficacy of each module
by demonstrating the performance achieved by incorporating
the component or combination of components. Following that,
we will justify our hyper-parameter selections mentioned in
Section III-B. The visualization of the latent feature space is
then performed to investigate the effects of feature calibration.
In addition, we will display the RoI feature to observe how
the learned linear transformation helps render the RoI feature
more discriminative and calibrates the prediction logit.

Fig. 4. Categorization of the state-of-the-art methods discussed and compared
in this work.

1) Effectiveness of different modules: We demonstrate the
effectiveness of different modules by investigating how each
module contributes to detection performance. In this exper-
iment, we evaluate the performance gain by adding each
module and combination of modules to the detection accuracy
across all three split settings of PASCAL VOC. We report
the nAP50 scores for different configurations in Table III. We
can easily observe that the feature calibration module improves
detection precision significantly. Notably, adding the logit cal-
ibration provides a slight gain in performance, but pairing the
logit calibration with the learned linear transformation further
improves the detection accuracy. The result is consistent with
our observation of the poor discriminability of the support
RoI features used in the logit calibration module as shown in
Fig. 7.

2) Hyper-parameters selection: We carefully choose the
number of centroids, N , and the update hyper-parameter,
α, used in the feature calibration module by analyzing the
performance of different configurations and ensuring they
consistently perform best across all three split settings in the
PASCAL VOC experiment. Table IV illustrates the results of
our experiment on the PASCAL VOC dataset. Specifically,
N determines the number of learnable centroids, with an
excessive or insufficient number leading to overfitting or
underfitting, respectively. α controls the update momentum
of the centroids, functioning similarly to a learning rate but
specifically for the centroids. These parameters serve different
purposes: N relates to the number of parameters of a neural
network, while α is similar to the learning rate for updating
these parameters. To illustrate this relationship, we present the
average performance for various combinations of N and α in
the PASCAL VOC Novel Split 1 setting (See Table V). Our
results indicate that an N of 24 is optimal, as deviations in
either direction significantly reduce performance regardless of
the α value. Although α is less sensitive, we found that 0.1 is
the ideal value, where deviations from this can lead to slightly
lower performance. Thus, we choose the best performing
option, N = 24 and α = 0.1.
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TABLE III
FEW-SHOT OBJECT DETECTION PERFORMANCE ON THE PASCAL VOC DATASET. FC: SEC. III-B, LC: SEC. III-C, W: SEC. III-C2

Settings FC LC W
Novel Split 1 Novel Split 2 Novel Split 3

1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

Baseline 48.5 48.4 52.1 61.1 64.3 31.3 39.4 46.4 49.2 51.8 40.2 50.8 51.7 59.2 61.4
LC only ✓ 50.6 59.7 58.6 63.6 67.2 32.2 37.0 44.7 46.9 54.6 45.9 49.6 54.5 61.6 63.7
LC + W ✓ ✓ 56.7 62.4 62.9 68.5 69.9 38.2 42.7 50.5 52.7 55.7 44.6 52.3 58.4 64.0 64.1
FC only ✓ 61.0 65.3 63.9 71.7 73.0 39.8 45.3 53.3 55.9 57.0 55.9 59.4 60.5 65.0 66.2
FC + LC ✓ ✓ 55.0 67.5 67.6 69.6 73.6 39.1 43.5 50.2 53.3 57.4 54.4 61.1 61.3 68.2 69.5
FC + LC + W ✓ ✓ ✓ 66.9 73.5 73.7 75.4 76.4 43.5 48.4 54.7 57.0 59.6 62.0 63.9 62.1 70.2 70.6

TABLE IV
ABLATION STUDY ON THE HYPER-PARAMETERS OF FEATURE CALIBRATION MODULE.

Novel Split 1 Novel Split 2 Novel Split 3

N 1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

16 50.2 53.2 57.2 67.7 68.6 37.8 41.3 51.1 53.0 55.8 51.7 56.9 57.8 63.9 66.9
20 54.8 61.3 59.6 67.3 69.3 39.5 41.9 50.7 55.4 54.2 52.3 56.9 53.7 63.3 67.3
24 61.0 65.3 63.9 71.7 73.0 39.8 45.3 53.3 55.9 57.0 55.9 59.4 60.5 65.0 66.2
28 55.1 60.6 59.6 69.7 69.9 33.6 41.5 51.4 53.4 54.4 52.8 56.6 56.1 62.9 65.8
32 57.1 61.4 60.0 69.5 70.6 39.3 44.0 53.1 54.8 53.8 48.4 56.8 54.3 63.4 67.1

α 1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

1.0 58.7 61.8 62.4 70.1 71.0 35.3 41.4 50.5 54.3 56.8 50.5 57.2 56.9 63.5 67.9
0.5 55.1 60.5 58.3 68.7 69.9 37.3 40.2 45.4 54.1 53.8 50.9 54.6 57.5 63.6 67.0
0.1 61.0 65.3 63.9 71.7 73.0 39.8 45.3 53.3 55.9 57.0 55.9 59.4 60.5 65.0 66.2

0.05 57.8 62.3 61.6 70.2 69.9 37.5 40.2 50.5 54.0 55.1 52.9 56.3 57.1 64.9 69.1
0.01 60.0 65.6 62.8 70.8 71.4 39.6 36.1 50.4 53.6 55.1 47.0 51.2 54.5 62.2 65.8

TABLE V
PERFORMANCE ACROSS VARIOUS SETS OF N AND α COMBINATIONS. THE
SCORES REPRESENT THE AVERAGE ACCURACY OVER 1− 10 SHOTS IN THE

PASCAL VOC NOVEL SPLIT 1 SETTING.

PPPPPPN
α 0.01 0.05 0.1 0.5 1.0

16 59.0 59.3 59.4 59.0 57.1
20 62.4 62.4 62.5 62.4 62.4
24 66.1 64.4 67.0 62.5 64.8
28 62.8 62.9 63.0 62.8 62.7
32 63.7 63.7 63.7 63.7 63.6

3) Logit calibration: Our logit calibration module and
prototype calibration block (PCB) [20] have some notable
similarities, especially the use of cosine similarity in the
calibration process. However, our logit calibration module em-
ploys a different approach, where we calibrate the prediction
logits rather than the predicted category score. As previously
stated, PCB can produce negative probability scores, which
defies the notion of probability and makes no sense for
class prediction. While our method eliminates this concern, it
also eliminates the need of additional feature extractor which
increases time and memory complexity. Furthermore, we show
the performance (nAP50) consistently drops across all three
split settings in the PASCAL VOC experiment when our logit
calibration module is replaced with PCB, while keeping the
rest of the configurations unchanged. The experiment results
are included in Table VI.

4) Similarity Metrics: In this work, we use similarity
metrics in both our feature calibration and logit calibration
modules for different purposes. In feature calibration, we
use them to assign features to the nearest centroids, while

in logit calibration, we use the score to calibrate the logits
predicted by the classification head based on their similarity to
the reference RoI features. We adopted cosine similarity due
to its effectiveness in representing the similarity of feature
vectors in terms of orientation. It has been demonstrated
in previous works [63], [64] that cosine similarity performs
better than Euclidean and Manhattan distances. Furthermore,
cosine similarity has been widely used in previous FSOD
works [12], [15], [20], [49] to represent the similarity of
convolution features, including the computation of similarity
scores in PCB [20] and the learning of commonalities in
MFDC [49]. Additionally, we also experimented with other
widely used similarity metrics such as Euclidean distance
and Manhattan distance. For distance metrics, we can easily
compute the similarity score using the RBF kernel given by:
K(x,y) = exp (−γd (x,y)), where d(x,y) is the distance
function. From Table VII, we observe that the use of different
similarity metrics in the feature calibration module does not
significantly affect the results, as they are primarily used to
assign the nearest centroid for each feature vector, and the
distance metrics in the feature space yield similar assignments.
Therefore, choosing a more computationally efficient metric
like cosine similarity is justified, as the directional information
measured by cosine similarity effectively fulfills the task.
Furthermore, cosine similarity performs best when used to
calibrate the logits compared to other metrics, as shown in
Table VII. This further justifies the use of cosine similarity in
both our feature calibration and logit calibration modules.

5) Efficiency Analysis: In this section, we compare our
work to the widely used baseline, DeFRCN, and the Faster
R-CNN benchmark to demonstrate the added complexity of
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TABLE VI
PERFORMANCE COMPARISON AFTER SUBSTITUTING THE LOGIT CALIBRATION (LC) MODULE WITH THE PCB [20] ON PASCAL VOC DATASET.

Novel Split 1 Novel Split 2 Novel Split 3

1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

Ours 66.9 73.5 73.7 75.4 76.4 43.5 48.4 54.7 57.0 59.6 62.0 63.9 62.1 70.2 70.6
LC → PCB 64.1 67.4 68.2 72.6 73.1 42.2 45.2 50.4 54.8 56.1 56.8 60.1 59.8 65.8 66.2

TABLE VII
ABLATION STUDY ON VARIOUS SIMILARITY METRICS USED IN FEATURE CALIBRATION (FC) AND LOGIT CALIBRATION (LC) MODULES.

Module Metrics Novel Split 1 Novel Split 2 Novel Split 3

1 2 3 5 10 1 2 3 5 10 1 2 3 5 10

FC
Cosine 66.9 73.5 73.7 75.4 76.4 43.5 48.4 54.7 57.0 59.6 62.0 63.9 62.1 70.2 70.6

Euclidean 65.3 71.5 73.2 75.2 74.2 43.2 47.0 54.1 56.9 59.9 59.4 62.6 62.3 66.8 68.0
Manhattan 64.4 70.5 73.2 75.3 75.9 39.8 45.0 54.0 56.8 58.1 53.9 57.8 60.7 67.3 68.7

LC
Cosine 66.9 73.5 73.7 75.4 76.4 43.5 48.4 54.7 57.0 59.6 62.0 63.9 62.1 70.2 70.6

Euclidean 53.1 68.6 70.0 74.2 71.2 33.4 46.7 51.9 52.0 54.5 37.0 62.9 59.7 65.7 66.3
Manhattan 57.9 57.4 68.1 68.9 65.5 38.8 35.4 34.4 48.2 51.7 52.7 43.7 57.1 64.2 64.5

TABLE VIII
EFFICIENCY COMPARISON BETWEEN THE BASELINE FASTER R-CNN [33], DEFRCN [20], AND OUR PROPOSED MODEL.

Input Size # Param (M) GFLOPs Memory (MiB) Infer. time (s)

Faster R-CNN [33]
(486, 500, 3)

52.12 374.6 3408 0.046
DeFRCN [20] 96.67 478.3 3764 0.080

Ours 57.36 381.8 3466 0.045

our approach to the vanilla object detector. All efficiency
experiments were conducted on PASCAL VOC Novel Split
1, and the results should be consistent across different splits.
As shown in Table VIII, our proposed model is highly
efficient compared to DeFRCN due to several factors dis-
cussed earlier. DeFRCN’s significant complexity arises from
the PCB module, which employs an additional feature extrac-
tor—specifically, a ResNet-101. This results in a substantial
increase in floating point operations (FLOPs) and the total
number of parameters. Consequently, the inference time nearly
doubles, as PCB requires running another feature extractor
with a different ResNet-101 backbone to compute the similar-
ity score.

In contrast, our method, while slightly slower than the
vanilla Faster R-CNN, introduces only marginal complexity.
This is evident from the per-sample inference time, which
increases by just 0.001 seconds, and a modest 2% increase in
FLOPs. This efficiency is attributed to our lightweight feature
and logit calibration, which requires a minimal number of
parameters to perform the calibration.

V. VISUALIZATIONS

A. Visualization of centroids

In this section, we assess the ability of the centroids to adapt
to novel classes while avoiding overfitting. To achieve this, we
generate similarity maps between the centroids and the feature
maps of the test dataset. It is important that these centroids
can generalize and accurately identify previously unseen novel
objects, even when trained with a limited number of examples.
In Fig. 5, we present the visualization of such similarity

heatmaps using the test set from PASCAL VOC. The centroids
undergo fine-tuning on a 1-shot novel set from novel split 1,
where only one training instance is provided for each novel
category. Remarkably, the figure demonstrates that despite
being trained on a limited samples, the centroids effectively
differentiate between various objects within the image. These
findings provide strong evidence that our proposed method
successfully learns the distinctive features of novel categories
using only a few samples.

B. Visualization of latent feature space
This section helps us to understand the effect of feature

calibration on the generated representations. We illustrate the
representations generated by the backbone without feature
calibration and those produced with feature calibration. To
visualize the feature map, we do a channel-wise sum on all the
channels in the feature map and display the normalized activa-
tion value of it. The results are shown in Fig. 6. Each sample
is organized into three columns: the input image, the feature
produced without feature calibration, and the feature produced
with feature calibration. We discover that the representation
produced by feature calibration has less background noise,
enabling us to distinguish between foreground and background
objects. Furthermore, we notice that the activation values in
representations created without the feature calibration module
often focus on a specific part of the object.

C. Visualization of the RoI features
The RoI features are illustrated in Fig. 7. In MS-COCO

experiments, 20 novel classes are reserved for the novel fine-
tuning phase, and only K (e.g., K = 10, 30) objects are
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Fig. 5. Visualization of the similarity heatmaps between the centroids, trained using a 1-shot setting on MS-COCO, and the feature maps of the MS-COCO
validation set.

Fig. 6. Visualization of the feature map generated by the backbone (MS-COCO, 1-shot). Each sample is organized as follows: the input image, the feature
map without using calibration, and the feature map with calibration. Each figure displayed is the channel-wise sum of the d1-dimensional feature map.

Fig. 7. The t-SNE [65] plot shows the retrieved RoI features from the support
set. We visualize the RoI features of a 10-shot (left) and 30-shot (right)
support set. Second row shows the RoI features in the first row after the
transformation, as described in Sec. III-C2.

chosen as the training set. We extract the RoI features from
these samples and illustrate their topological relationship in

Fig. 8. Pairwise cosine similarity between the K-shot support set (Left: 10-
shot; Right: 30-shot). The samples are grouped next to each other according
to their categories. The second row illustrates the pairwise similarity after the
transformation has been applied to the RoI features, as defined in Sec. III-C2.

the feature space using t-SNE [65]. We can observe from the
figure that there is no evident pattern in those features since
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Fig. 9. Comparison of prediction results with and without logit calibration (MS-COCO 1-shot): logit calibration not applied (above) vs. logit calibration
applied (below).

we cannot visually group the features into clusters. To further
validate this, we plot the pairwise cosine similarity of each RoI
feature and present the measurement in Fig. 8. We arrange the
RoI features according to their categories; thus, there should be
a high level of similarity between features in the same category
and vice versa. However, we see a high similarity between
features from different categories, which would be misleading
if we utilize the feature directly. Therefore, we propose to
treat the RoI features by applying a linear transformation to
improve their discriminability. Figs. 7 and 8 show the t-SNE
and pairwise cosine similarity scores after the transformation
in the second row. The visualizations reveal that a simple
linear modification effectively makes the RoI features more
discriminative. We can easily see that the RoI features from
the same categories formed a cluster and are positioned far
apart from other clusters. The same behavior is shown in the
pairwise cosine similarity score, where the similarity scores of
features in the same class increase and vice versa.

D. Logit calibration

As mentioned in previous sections, logit calibration serves
as an essential mechanism for addressing inaccurate prediction
results by adjusting the underlying distribution of predictions.
By applying calibration at the logit level, our method enhances
the confidence scores of true positive samples while reducing
the confidence scores of false positive predictions. Fig. 9
showcases a randomly selected set of calibration results. It
is apparent that our method effectively boosts the prediction
scores for correctly identified categories, while simultaneously
lowering the scores for false positive predictions. For instance,
in the fourth column, the initial misclassification of a bird as
a cat is rectified after logit calibration. This demonstrates the
ability of our method to refine predictions by exploiting the
similarities between the support/query pair of RoI features.
Moreover, logit calibration enables us to include additional
predictions that were previously undetected due to low confi-
dence scores (the bus in the first column).

E. Failure Cases

While our method effectively calibrates predictions by
boosting the confidence scores of true positives and reducing
false positives, it has limitations in scenarios where objects
are occluded or poorly lit. As illustrated in Fig. 10, the model

struggles with partially occluded objects, such as the chair
in the second example of the first row and the frisbee in
the person’s hand in the first example of the second row.
Additionally, the third examples in both rows demonstrate the
model’s difficulty in detecting persons in dark regions, where
only silhouettes are faintly visible. These cases often require
a context-aware approach that can infer object locations based
on surrounding objects and environmental cues. For instance, a
potential solution might involve leveraging a foundation model
with advanced scene understanding capabilities, which could
enhance object detection by better interpreting the context
within an image. As our current method addresses different
but equally significant challenges in this field, we will defer
this exploration to future work.

VI. CONCLUSION

In this work, we presented a dual calibration framework
that integrates feature and logit calibration modules for the
representation and prediction levels, respectively. Firstly, we
employed a feature calibration module to reduce variance in
the feature map using a set of learnable centroids that even-
tually learn to represent the ensemble of partition centroids
across the entire dataset. Through qualitative visualizations
and quantitative evaluation of FSOD performance, we demon-
strate that the centroids can accurately represent objects from
novel categories, even with limited training samples. Addition-
ally, we introduced logit calibration, utilizing the support set
to calibrate prediction logits by comparing the similarity of
improved Region of Interest (RoI) features. By observation,
we believe it is necessary to include RoI transformation to
increase the discriminative power of the RoI features, which
we show improves the performance of logit calibration. Our
method achieved state-of-the-art performance on the PASCAL
VOC and MS-COCO benchmarks, and we provide comprehen-
sive ablation experiments and visualizations to highlight the
significance of each module. This dual calibration framework
offers a robust approach to enhance object detection accuracy
in few-shot context.
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